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1. Introduction 
HIV remains one of the most important public health concerns in the European Union 

and European Economic Area (EU/EEA). Accurate data are crucial to appropriately 

direct and evaluate public health response. 

Consequently, the long-term surveillance strategy underlines the need for 

improvement of the quality of surveillance data. The data limitations present in HIV 

national data collection systems may include underreporting (especially in case of 

reporting of death status) or duplication of cases (in case of lack of unique id), delays 

in reporting, incompleteness of data and misclassification in key epidemiological 

covariates such as transmission category. While accounting for some of these 

limitations requires additional data such as cohort studies or registries as a reference 

or gold standard (e.g. assessment of underreporting), other issues, such as 

incompleteness and reporting delay, may be addressed directly within the surveillance 

datasets. 

The HIV Estimates Accuracy Tool incorporates statistical techniques that may be used 

to adjust the analyses of the surveillance data for missing values and for the reporting 

delay. These methods were selected based on analysis of TESSy data, review of 

available methods as applied to different datasets and consultations with EU/EEA 

Member States. 

 

 

Further reading:  

Rosinska M, Pantazis N, Janiec J, Pharris A, Amato-Gauci AJ, Quinten C, ECDC HIV/AIDS 

Surveillance Network. Potential adjustment methodology for missing data and reporting 

delay in the HIV Surveillance System, European Union/European Economic Area, 2015. 

Euro Surveill. 2018 Jun;23(23). doi: 10.2807/1560-7917.ES.2018.23.23.1700359. 
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1.1. Missing values 

Missing data occur when values for some variables are not recorded. If cases with 

missing values are excluded from analysis, it may lead to biased and potentially less 

precise estimates. 

Missing data arise from one of the following mechanisms: 

a) data missing completely at random (MCAR) - a value is missing independently of 

the value itself and of any other factors including observable covariates; 

b) data missing at random (MAR) - a value is missing independently of the value itself 

but the fact that it is missing may depend on other covariates; 

c) data missing not at random (MNAR) – the fact that a value is missing may depend 

on the value, which is not observed, e.g. transmission category is not recorded as sex 

between men due to possible stigma. 

MCAR mechanism is rarely encountered, but in this case even simple analysis excluding 

cases with missing values provides unbiased estimates. Further, it is not possible to 

discriminate between MAR and MNAR based on the observed data alone. Expert 

opinion regarding the details of the data collection process is needed. Typically the 

analysis begins with an assumption of MAR and this is the focus of the tool. 

It is also useful to check if the data follow a monotone missingness pattern. In this 

pattern, the incomplete variables can be ordered so that if the value of the first 

variable is missing then the value of the second variable is missing, as well as the values 

of all the following variables. Further, regardless of the first variable, if the value of the 

second variable is missing, then the value of the third one and all the following 

variables are also missing and so on. 

The most popular and flexible method of dealing with missing data (MCAR or MAR) 

involves multiple imputations (MI), firstly introduced by Rubin in 1987. The MI 

method involves filling each of the missing values with values randomly sampled from 

an appropriate distribution. The imputation is performed M times (typically 5 – 10) and 
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in effect we obtain M so called pseudo-complete datasets. The model of interest (also 

called “substantive model”) can be fitted to each of the imputed datasets in order to 

estimate the parameter of interest and its variance M times. These can be combined 

using Rubin's rules to obtain an overall (average over M) estimator and its associated 

variance. This variance is enlarged to account for the uncertainty about the missing 

values. 

The appropriate distribution to sample from is estimated from an imputation model. 

The main approaches of MI are based on joint modelling (multivariate normal model) 

or full conditional specification (multiple imputations by chained equations – MICE). 

The multivariate normal imputation relies on the assumption that the joint 

distribution of all variables under consideration is multivariate normal. If the data 

contain a mixture of continuous and categorical variables, multivariate normal MI can 

be extended to the latent normal or general location models. Alternatively, multiple 

imputations can be performed with the full conditional specification method (MI by 

chained equations, MICE). With the MICE method, separate specific models are 

constructed for each of the variables to be imputed (depending on their type). These 

univariate models are fitted iteratively for each partially observed variable using both 

observed and previously imputed data of the remaining variables until the procedure 

converges. 

Both the joint modelling and the full conditional specification approaches can be 

extended to datasets combining data from different national surveillance systems 

through multilevel multiple imputation. The suggested approach to the missing data 

is presented in Figure 1. 
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Figure 1. Appropriate methods to deal with missing data depending on the 

characteristics of the missing data 

 

MCAR = missing completely-at-random; MAR = missing-at-random; MNAR = missing not-at-
random; MI = multiple imputations; CCA = complete-case analysis; IPW = inverse probability 
weighting; MVN MI = multivariate normal MI; MICE = MI by chained equations 

 

Acceptable levels of missingness. There are no clear guidelines on acceptable levels 

of missingness. However, any violation of the imputation model’s assumptions will 

have more pronounced consequences with high proportions of missing data. In the 

EU/EEA HIV surveillance data, missingness in most of the key covariates is below 20% 

with the exception of CD4 count. In countries with sparse CD4 data, transformation of 

CD4 count to a normal distribution should be carefully considered. It would also be 

useful to consider increasing the number of imputations beyond the typically used 

number of 5-10, as otherwise the estimates can be inaccurate. 
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1.2. 

http://www.missingdata.org.uk/
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Increasingly, the HIV surveillance systems rely on cyclic uploading of complete data on new 

diagnoses during a pre-defined period of time from laboratory databases. In case of such 

batch reporting reporting delay may still be calculated, but using the adjustment methods is 

not necessary. The suggested approach to the reporting delays is presented in Figure 2. 

 

Figure 2. Appropriate methods to deal with reporting delays 

 

MI = multiple imputations of yet unobserved counts and – if applicable – artificially removed counts 
recorded during cleaning events; Cl-Ev = cleaning event; RT = reverse time estimation of reporting 
delay distribution; RT reg = reverse time estimation based on Cox proportional hazard regression 

 

Reporting delay

Cleaning event 
present

MI (unobs and 
Cl-Ev as missing)

No cleaning
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2. Methods used in the HIV Estimates Accuracy Tool 
 

2.1. Methods used for missing data 
The tool offers a possibility to perform both joint modelling (through multivariate normal 

model) and full conditional specification MI. Joint modelling is implemented with "jomo" R-

package, full conditional specification through "mice" R-package and application of Rubin's 

rules through "mitools" R-package. 

The tool first imputes missing values for gender (single imputation). Since the other variables 

are imputed separately for males and females and Gender is missing only for a small 

proportion of case, this simplifies that procedure. Gender “Other” is imputed as either male 

or female. This is a simplification for the statistical procedures, but for inference it is 

recommendable to go back to the original code for these cases. 

The imputation model for males and females includes variables to be imputed (Transmission 

category, migrant status, CD4 count – unless missing completely, age at diagnosis) and 

variables considered to be always known (AIDS at diagnosis and, diagnosis year). The flexibility 

of this model includes the possibility to excluded CD4 count (done automatically if CD4 count 

systematically missing) and modelling of the time trend. A flexible model of the time trend 

was included in the form of cubic spline. The number of knots of the spline may be selected 

by the user in the range 3 – 5. 

Obtaining appropriate imputation requires a procedure that allows estimation of the joint 

distribution. This is an iterative procedure, which has to converge before the samples may be 

drawn to impute the missing values. The number of iterations needed for the procedure to 

converge is called burn-in. In addition, a number of iterations is necessary between the 

subsequent imputations in order to avoid autocorrelation of these imputations. 

Basic estimates before and after MI adjustments, obtained using Rubin’s rules and appropriate 

models are implemented within the interactive report. The report supports the estimates 

obtained with spline model of the trend, i.e. a congenial model with the imputation model, 

and also a discrete model for the diagnosis year. The first one provides smoothed estimates, 

that may be quite different than the actual case counts observed in surveillance.  
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2.2. Selecting appropriate MI method and parameter values 
Both full conditional specification and joint modelling through multivariate normal (or latent 

normal) models can handle data in HIV surveillance. In typical cases they have similar speed 

and the results are comparable. It is recommended to test both methods as marked 

discrepancies may indicate that one or both of them are giving biased results. 

Importantly, the performance of both methods will depend on the parameters: number of 

burn-in iterations, number of iterations between subsequent imputations and the number of 

knots in the spline. The user also selects the number of imputed datasets. 

The number of imputed datasets – usually the number of imputed datasets should be in the 

rage of 5 to 10. The bigger values apply to datasets with larger proportion of missing values. 

For the test runs select 2. 

The number of burn-in iterations – the number of burn-in iterations should guarantee the 

convergence of the procedure. This should be checked with the diagnostic plots (trace plots). 

Usually, this number should be in the order of 1000. For the test runs select 100. 

The number of iteration between the subsequent imputations. The subsequent imputations 

should be independent draws from the joint distribution. To assure this an appropriate 

number of iterations should be run between the imputations. This should be checked with the 

diagnostic plots (autocorrelation plots). Usually this number will be in the order of 100. For 

the test runs select 20.  

 

Further reading:  

Quartagno M.,Carpenter J. (2018). Jomo: A package for Multilevel Joint Modelling 

Multiple Imputation. https://CRAN.R-project.org/package=jomo 

van Buuren S., Groothuis-Oudshoorn K. (2011). mice: Multivariate Imputation by Chained 

Equations in R. Journal of Statistical Software, 45(3), 1-67. URL 

http://www.jstatsoft.org/v45/i03/. 

Lumley T. (2014). Mitools: Tools to perform analyses and combine results from multiple-

imputation datasets. https://CRAN.R-project.org/package=mitools 

https://cran.r-project.org/package=jomo
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2.3. Methods used for reporting delay 
When adjusting for reporting delay in surveillance the time units used vary from 1 day to 1 

year. HIV data in Europe were traditionally collected by quarter of an year. In addition the data 

are usually presented annually, so only longer delays (of several months) can lead to 

underestimating of the number of diagnoses in the most recent years. Thus a quarter was 

selected as an appropriate unit for measurement of the reporting delay. 

The reporting delay is calculated only if both the quarter of the diagnosis and the quarter of 

notification are available. In case the calculated value is less than 0 it is set to missing. The 

estimation of the reporting delay distribution is performed using the records, which contain a 

valid value for the reporting delay variable. The truncation time is assumed to be the latest 

notification quarter, that occurs in the dataset. However, the truncation time may be manually 

changed by the user in the reporting delay parameters’ window, if in e.g. the data do not 

entirely cover the last quarter. In addition the user may choose to limit the data only to cases 

diagnosed recently. 

The reporting delay distribution is estimated based on survival techniques. Firstly, reverse 

time transform is applied, subtracting the reporting delay from the truncation time and taking 

the diagnosis quarter as the entry time. Next, standard survival techniques for right truncated 

data are applied, including stratified estimation of survival curves or proportional hazard 
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weights will be constructed for covariate patterns with missing values as categories, even 

though these are imputed latter on. If imputation is done first, than the reporting delay 

distribution estimation is performed separately for each imputed dataset. Weighted (adjusted 

for reporting delay) estimates are produced for each imputed dataset, which are then 

combined using the Rubin’s rules. 

The report can be produced with or without adjusting for reporting delay. 

 

3. Data preparation 
 

Prerequisites for file upload. 

1. File should contain case based records of HIV diagnoses. 

 

2. There are 19 required attributes/variables by the tool to run the adjustments. They are 

presented in the Table 1. with the description of values required for each of the 

attribute/variable. Upload file must contain all these attributes/variables names. 

Different names of variables are accepted by the tool as long as they can be mapped 

directly to these required variables in the “Attribute mapping” utility in the tool. 

However, please note that the variables have to be coded in the specific way. 

 

Table 1. 

No Attribute/variable name Description  (as in TESSY metadata set 36 HotFix5) Required values 

1 RecordId Unique identifier for each record within and across the 
national surveillance system 

 

2 ReportingCountry The country reporting the record. 
 

[Countries] 
(see the coded 
values list) 

3 Age Exact age at diagnosis of HIV. Age as a crude number is 
preferred - calculated from date of diagnosis 

0 - 100 

4 FirstCD4Count The variable specifies the CD4 cells count at the time of 
HIV diagnosis. Enter the numeric value of the CD4 (0-
6000) or unknown (UNK). 

0 - 6000 

5 FirstCD4DateYear Year of first CD4 cell count at time of diagnosis >1985 

6 CountryOfBirth Defines the country of birth of the patient at country 
level, the ISO list of countries is provided. CountryofBirth 
is the preferred variable. If Unknown - code as UNK or 
Blank. 

[Countries] 
(see the coded 
values list) 

7 CountryOfNationality Country of nationality of patient 
 

Country 
(see the coded 
values list) 

8 RegionOfOrigin Region of origin of patient 
 

RegionOfOrigin: 
ABROAD = Abroad 
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but subcontinent 
unknown 
AUSTNZ = Australia 
and New Zealand 
CAR = Caribbean 
CENTEUR = Central 
Europe 
EASTASIAPAC = East 
Asia and Pacific 
EASTEUR = East 
Europe 
EUROPE = If a case 
cannot be reported 
in West, central or 
Eastern Europe, 
he/she should be 
reported in Europe 
(sub-continent 
unknown). 
LATAM = Latin 
America 
NORTHAFRMIDEAST 
= North Africa and 
Middle East 
NORTHAM = North 
America 
REPCOUNTRY = 
Same as country of 
report 
SOUTHASIA = South 
and South East Asia 
SUBAFR = Sub 
Sahara Africa 
Unk = Unknown 
WESTEUR =  West 
Europe 

9 DateOfAIDSDiagnosisYear The year of AIDS diagnosis 
For HIV cases initially reported at a pre-AIDS stage, the 
date of AIDS diagnosis is 'follow-up' information, which 
necessitates updating of the record. 

≥1984 

10 DateOfDeathYear The year of death because of HIV/AIDS 
 

11 DateOfDiagnosisYear The year of first HIV diagnosis; clinical or laboratory 
diagnosis. Date should be provided as exact date or 
incomplete date. 

≥1985 

12 DateOfDiagnosisQuarter The quarter of first HIV diagnosis; clinical or laboratory 
diagnosis. Date should be provided as exact date or 
incomplete date. 

1,2,3,4 

13 DateOfNotificationYear This is the year on which the HIV case was notified for 
the first time to the reporting country. 

≥1985 

14 DateOfNotificationQuarter This is the quarter on which the HIV case was notified 
for the first time to the reporting country. 

1,2,3,4 

15 Gender Gender of a patient. 
Transsexual should be coded as O - Other 
 

F = Female 
M = Male 
O = Other (e.g., 
transsexual) 
Unk = Unknown 
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16 Outcome Information on whether the case is alive or deceased. 
The death should be due to the reported disease.  

A = Alive 
D = Died 
UNK = Unknown 

17 PlaceOfNotification Place of the first notification of the case to a regional 
authority. Select the most detailed NUTS level possible. 

NUTS 
(see the coded 
values list) 

18 PlaceOfResidence Place of residence of patient at the time of disease 
onset. Select the most detailed NUTS level possible. 

NUTS 
(see the coded 
values list) 

19 Transmission Describes the most probable route of Transmission 

Nosocomial infection includes patients infected in health 
care settings. Case of occupational exposure should be 
classified as UNK ‘Unknown or undetermined’. Cases 
which are not fully documented should be coded as 
UNK. 
 

 
Transmission: 
 
HAEMO = 
haemophiliac 
patient 
HETERO = 
heterosexual 
contact 
IDU = ever injected 
drugs 
MSM = MSM/homo 
or bisexual male 
MTCT = mother-to-
child-transmisison 
NOSO = Nosocomial 
TRANSFU = 
transfusion 
recipient 
Unk = Unknown or 
undetermined 

 

 

3. Out of 19 required attributes/variables by the tool, five (FirstCD4Count, FirstCD4DateYear, 

CountryOfBirth, CountryOfNationality, RegionOfOrigin) can hold up to 100% of missing values, 

but other required variables must have some values. In addition, one of the migration variables 

(CountryOfBirth, CountryOfNationality, RegionOfOrigin) should have some values. 

 

If there is one of the variables is not present in the dataset it may be artificially created (see 

the “Default values” in the Attributes mapping widow description. 

 

4. If the file which is to be upload  to the tool was previously uploaded to TESSy  database and 

successfully passed TESSy validation, there should be no problem with  using it with the tool 

unless all the 19 required  by the too attributes/variables are present in the file. Your data may 

include other variables which will not be used for adjustments but may appear in your input 

dataset as well as they will be present in the exported datasets. 

 

4. Installation and technical details 
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4.1. Prerequisites 
The tool has the following software requirements (most recent versions recommended): 

1. R engine, version >= 3.1.0, https://www.r-project.org/. 

2. Web browser for displaying the interface. Any modern browser like Chrome, Firefox, Safari, Edge, 

Internet Explorer (version > 9) is sufficient. 

3. Either Pandoc (https://pandoc.org/, smaller download) or RStudio (https://www.rstudio.com/, 

larger download, but provides also a very good editor for R) for generating parts of the interface and 

downloadable Word and html reports. 

 

Optionally, the following software extends the functionality: 

4. Latex for generating downloadable reports in Pdf file format. No specific distribution is required. 

Recommended version is TinyTex (https://yihui.name/tinytex/, smallest download, best integration 

with R), but MiKTex (https://miktex.org/) or Tex Live (https://www.tug.org/texlive/)  provide similar 

functionality. 

 

4.2. Installations 
 

To install the HIV Estimate Accuracy tool please follow below steps 

Step 1. Open R Studio on your computer 

A. Check the version of R and R-studio installed in your computer. Once you open R-studio 

the version is displayed on top of the “Console” window. 

In case your version is not one of the supported versions please update your R. For 

help how to do it see in e.g. https://www.r-statistics.com/2015/06/a-step-by-step-

screenshots-tutorial-for-upgrading-r-on-windows/ 

B. Make sure that all previous R sessions are closed. If you are not sure you may select 

“Terminate R” from R Studio menu “Session”  and then new session will be opened. 

Step 2. In R Studio Console window insert the deployment script: 

deployUrl <- "http://nextpagesoft.net/hiv-estimates-accuracy/HIVEstAccur_deployment_script.R" 

eval(parse(file = base::url(deployUrl))) 

 

the tool will  open in your default browser with this window: 

 

https://www.r-statistics.com/2015/06/a-step-by-step-screenshots-tutorial-for-upgrading-r-on-windows/
https://www.r-statistics.com/2015/06/a-step-by-step-screenshots-tutorial-for-upgrading-r-on-windows/
http://nextpagesoft.net/hiv-estimates-accuracy/HIVEstAccur_deployment_script.R
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4.3. Update 
 

If  new version of the tool is released, repeating the two steps of the described above procedure, 

ensures that the latest available version of the tool is uploaded replacing the previous one. There is no 

need for special update procedure. 

 

4.4. Support 
 

For technical support and reporting problems please contact …… 

 

 

5. Using the tool 
To open the tool first open R-studio. In the console window type: 

hivEstimatesAccuracy::RunApp() 

 

The tool will open in your default browser. Uploading a valid dataset is the necessary first step. 

From the menu on the left  you can select to: 

• Upload your data (the necessary first step) 

• View inputted data summary 

• Go to adjustments part of the tool 

• Create a report with all the results performed. 

• Export outputs 
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5.1. Data upload 
The supported formats of the data include txt., csv., xlx., xlxs. The data may be also uploaded as 

“zipped” archive. By pressing “Browse” (arrow 1) you will be able to select your file from the files stored 

on your device. Please refer to the data preparation instruction (Section 3). 

 

 

After loading your data, please start the mapping process. The Attributes mapping widow 

provides a possibility to match between attributes used internally by the tool (column 

"Attribute") and the variables present in the input data (column "Input Data"). The names of 

the variables used by the tool correspond to the names of the variables used in the TESSy 

metadataset. If the variables in the input data have the same or similar names they will be 

automatically identified by the Tool and suggested in the “Input Data” column. If the tool 

cannot identify the mapping the field will be left blank. 

 

If the tool attribute is incorrectly assigned to the input data variable or the field is left blank 

the user can select manually a variable from the input data, which corresponds to a given tool 

attribute. The correct variables may be specified by the user by selecting from the drop-down 

menu. If you start typing the variable name the tool will only show the variables, which contain 

the typed text. 

If the dataset does not contain a required variable it can be artificially added, by selecting 

"Default value". The column containing the values specified in the “Default value” is than 

created. In particular a variable containing only the missing values may be created by 

specifying “Default value” = NA. 

When ready, click “Apply mapping” button (arrow 2). This will implement mapping and the 

validity checks. The tool automatically checks if the mapped variables contain valid values as required 

in a given covariate. Successful mapping process is indicated  by the statement” mapping is valid” and 

“Values are valid” (arrow 3).  

1 
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In case there are some errors, these will be listed instead of the information that the mapping is valid. 

You will not be able to proceed with adjustments until the data pass the attribute mapping and validity 

check. 

The data are also pre-processed. During the pre-processing a migrant status variable is created based 

on the following variables: ContryOfBirth, CountryOfNationality, RegionOfOrigin; and AIDS at diagnosis 

based on: DateOfAIDSDiagnosisYear, DateOfDiagnosis. Moreover a single imputation of Gender is 

performed. 

5.2. Input data summary 
 

The Summary input data window provides summary of missing values and reporting delay in the in 

the pre-processed input dataset.  

The first graphs present the summary of missing values in the key epidemiological variables. The 

graphs present the description of occurrence of the missing values in the total dataset and also 

stratified by gender.  

 

2 

3 

4 

5 
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A. (Left hand panel) Relative frequency of missing data, starting from the left with the variable 

with the highest relative percentage of missing data. 

e.g. In the test data the highest  percentage of missing data in for CD4 count (arrow 4). 

B. (Right hand panel) Pattern of missingness, which shows how often certain  combinations of 

variables values are missing, with the percentage shown on the right. 

e.g. For the test data for 43.58% of the records all the key variables are available, for 23.17% only the 

CD4 count is missing, for further 22.30% both CD4 count and the transmission category, and so on. 

(arrow 5). 

 

Interpretation 

The graphs allow to check if the reported levels of missing values are correct for you data. Please note 

that the validity of the imputation results depends on the level of missing observations, missingness 

mechanism and the imputation models. 

The pattern of missing values may be monotone or heterogeneous (non-monotone). Monotone 

missing pattern would be represented as “grey triangle” without green cells within. Patchy pattern 

indicates heterogeneity. At the moment the adjustment methods implemented in the tool assume 

non-monotone missing pattern. They are also valid (although less efficient) for the monotone missing 

pattern.  

Moreover, the tendency toward simultaneous incompleteness of several variables indicates that the 

data are not missing completely at random and thus that the complete case analysis may indeed lead 

to biased results. 

 

The following graphs refer to the reporting delay. The top graphs present distribution of the reporting 

delay in the data. 

A. (Left hand panel) Observed distribution of reporting delay (density) among all included cases  

B. (Right hand panel) Observed distribution of reporting delay (density) excluding cases 

diagnosed in the last 5 years. 

On both graphs the vertical line represent the quarter by which 95% of cases were reported (arrow 

6). In case of the example data – this is 6- 8 quarters indicating important delays. 

 

 

6 
6 
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C. (Bottom panel) Mean reporting delay by notification quarter. 

 

This graph indicates that during three quarter in 2002 there were case reported with a longer reporting 

delay than usual (arrow 7). 

 

Interpretation 

The left-hand side top graph does not represent the real distribution of reporting delay, as cases not 

yet reported will have a longer delay, so the observed distribution underestimates the true distribution 

(right truncation). In most of surveillance systems the reporting delays do not exceed 5 years and 

therefore excluding the diagnoses made in the most recent years, provides information on the full 

reporting delay distribution, although possibly not relevant during the most recent years. The graphs 

indicate if there is a significant problem of reporting delay. Since usually the data are also analysed 

with some delay, if 95% of cases are reported within 2 quarters than the delay adjusting for reporting 

delay will not make much difference.  

The summary by notification quarter allows to identify quarters, during which the average reporting 

delays exceeded the expected values indicating a “cleaning event”. The blue line indicates the 

threshold for a possible cleaning event. If there is a cleaning event, especially in case it last longer than 

just one quarter or it takes place in more recent years, you should consider applying reporting delay 

correction by missing values imputation method. 

 

D. In summary input data window, records of pre-processed input data can be browsed. 

This window also allows sorting and filtering. 

 

 

5.3. Making adjustments 
On the top part of the screen in the Adjustments tab you can select the adjustments to be run on the 

data. Generally, one adjustment for missing data and/or one for reporting delay should be selected. 

The type of adjustment may be chosen from drop down list (arrow 8) 

The available adjustments for missing data include: 

A. Multiple imputations through the multivariate normal model 

7 
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B. Multiple imputation through the full conditional specification technique 

The available adjustments for reporting delays include: 

A. Reporting delay adjustment through non-parametric delay distribution estimation 

B. Reporting delay adjustment through regression based delay distribution estimation 

C. Reporting delay adjustment through missing value imputation 

 

Once the adjustment is selected, the parameters of the adjustment can be edited by clicking on the 

“Edit parameters” button by the adjustment (arrow 9).  

 

 

The following table summarises the parameters for the appropriate adjustments: 

 

Adjustment Parameter description What to select 

Missing values (A and 
B) 

Number of 
imputations 

The number of 
imputed datasets that 
will be produced 

For test runs select 2. 
For the final 
adjustments at least 5 
– 10 imputations 

 Number of burn-in 
iterations 

The number of 
iterations after which 
the method should 
converge. 

For test runs select 
100. Generally higher 
numbers (order of 
thousands) are needed 
and this can be 
decided based on the 
adjustment 
diagnostics 

 Number of iterations 
between 2 successive 
imputations 

The number of 
iterations between 
outputting the 
successive imputed 
dataset, which should 
limit autocorrelation 
of imputed datasets. 

For the test runs select 
100. Usually this is 
sufficient or too high. 
Please refer to the 
adjustment 
diagnostics. 

 Number of degrees of 
freedom for splines 

The parameter used to 
determine the degree 
of flexibility of the time 
trend in data (number 
of cases per year or 

Select between 3 and 
5. Chose one that 
results in a best fitting 
model. 

8 
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median CD4 count per 
year) 

 Run in parallel Allows to run the 
process in parallel on 
multiple cores, which 
should make it run 
faster. 

May have impact on 
speed only for large 
data. 

Reporting delay Diagnosis start year Only the diagnoses 
made during this year 
or later will be 
included in the 
estimation 

If older data are 
unreliable or there was 
an important change in 
surveillance system 
the estimation could 
be performed on the 
later data. 

 Notification end 
quarter 

Only the cases notified 
until this quarter will 
be included in the 
estimation 

This can be used to 
validate adjustment on 
historical data as 
compared to later 
reported cases. 

 

The time needed to perform the adjustments will depend on the selected parameter values and for 

the multiple imputations with many iterations it may be in the order of 15 – 20 minutes. 

After running the selected adjustments the tool automatically produces the diagnostic plots.  

The diagnostic plots for the imputations include the trace plots and autocorrelation plots. 

The use of the trace plots is to determine whether the procedure converged, assuring that the missing 

values are imputed from the correct distribution. In case of convergence the trace plot for every 

parameter does not display any pattern (arrow 10). More iterations are needed in case some of the 

parameters display some trends, which do not level off at the right hand side of the graph (arrow 11). 

In case more iterations are needed this can be controlled with the “Number of burn-in iterations”. 
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The autocorrelation plot informs about the number of iterations that should be performed between 

the subsequent imputations in order to ensure independence of these imputations. The aim should be 

that the autocorrelation should be insignificant. The plot below suggests a number of iterations 

between the imputations in the order of 200. 

 

 

 

 

 

 

 

 

Finally, there are diagnostic plots allowing to visually inspect the plausibility of the correction for 

reporting delay. In case the stratified estimation was carried out the graphs also show impact of 

imputations on the trends. 
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At the bottom of the diagnostic page the R- log is included with run-time and details of the imputation 

models. 

 

5.4. Creating reports  
A predefined report in available in the Reports tab. This report summarizes unadjusted data as well 

as created adjusted estimates using the Rubin’s rules to combine estimates from multiple imputed 

dataset and reporting delay weight, depending on which adjustments were specified. The report 

allows to exclude the reporting delay correction and to specify whether the simple counts should be 

estimated or counts based on the time model used also in the imputation model (i.e. the cubic spline 

with the number of knots specified by the user). These options can be specified by clicking the ‘Edit 

parameters’ link. 

It is possible to export the report to editable formats – html, Word or Latex. 

 

5.5. Exporting of the data 
After the adjustments are run the adjusted datasets are available for download in the Outputs tab. 

There are two kinds of the datasets available for download: 

A. Adjusted data – multiply imputed dataset with reporting delay weight 

This dataset contains the original data as uploaded to the tool, the variables created during the pre-

processing procedure, variable Imputation and variable weight representing the weight due to 

reporting delay. The dataset contains original data (Imputation = 0) and the subsequent copies of the 

dataset with missing values imputed (pseudo-complete datasets, Imputation = 1, 2 …). 

B. Reporting delay – the dataset of distribution of the reporting delay  

The dataset contains the reporting delay distribution (the probability of reporting within a certain 

number of quarters after the diagnosis) and the confidence intervals. If the stratification was included 

separate distribution for each stratification variable pattern are provided. 

Both datasets can be exported in multiple formats (R, csv and Stata file). The R file apart from the data 

contains additional information about the adjustment performed as well as some outputs such as 

graphs. 

6. Tool settings 
 

… / not yet implemented/ 

 

Annex 1. Country codes 
… 

 


